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Abstract: Psychology, as a discipline that relies on traditional statistical methods, has its limitations 
in research methods. Based on this fact, this article attempts to make up for this shortcoming by 
deep learning method. First, the words in the user text are converted into vectors by frequency 
through embedding, and the feature information in the user text is extracted through different neural 
networks. Then feature fusion through voting and other methods enables more accurate user 
information to be used for classification. According to the experimental results, it is found that the 
model proposed in this paper is more effective in extracting multi-dimensional features from user 
texts, and effectively optimizes traditional algorithms. Compared with traditional models, the 
accuracy is improved. 

1. Introduction  
Psychology is a discipline that studies human behaviours and the laws of psychological activity. 

People's attention to psychology and behaviour can be traced back to BC. In 1879, Wundt 
established the first psychology laboratory at the Germany University of Leipzig and makes 
psychology was separated from philosophy and became an independent science [1] [2]. Because of 
the limitations of traditional statistical methods, the development of various disciplines that rely on 
traditional statistical methods has been limited to a certain extent. Psychology, as a discipline that 
relies on statistical methods, has obvious limitations, such as the traditional algorithm feature 
extraction is limited for text or picture and music feature extraction. As one of the main artificial 
intelligence algorithms, machine learning can more effectively extract more data features and is 
often used in interdisciplinary research [3]. 

For the above reasons, this article attempts to incorporate deep learning algorithms into the 
solution of related problems. 

2. Related Work 
With the popularization of the Internet in society, the amount of information on the Internet has 

exploded. Text classification as a research direction in the field of natural language processing [4], 
its purpose is to distinguish the differences in texts from the features in texts [5]. The main methods 
include text library based and deep learning based [6] [7]. For example, Kaiyang Liu [8] proposed a 
news text classification method based on a combination of Bert word vectors and convolutional 
neural networks. In the case of using Bert (Bidirectional Transformer) word vectors and 
convolutional neural networks to classify news, the efficiency is higher than the text classification 
method combined with word vectors. Tang et al. Proposed text classification based on [9] based on 
the transformer-capsule integration model. Four single-label datasets and one multi-label Reuters-
21578 dataset in the text categorical corpus were selected for experiments, and good experimental 
results were obtained.  Fugang Liu [10] proposed a method for classifying Chinese technology 
blogs using Naive Bayes classification algorithm. Extract feature vectors from blog titles and 
calculate the probability of each feature vector on each category. Wen et al [11]. Proposed a feature 
selection method combining information gain and firefly algorithm. Calculate the information gain 
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of all feature words and sort them from high to low. Use the firefly algorithm to search for the best 
feature subset on the feature set with the highest ranking. Xue et al. [12] proposed an LSTM (long 
short-term memory) A text classification model. The model uses LSTM network to encode the 
input sequence, and it introduces the attention mechanism to assign different weights to the text 
features. Finally, the text dataset from incopat is used to verify the validity of the method. Liu et al. 
[13] proposed the use of genetic algorithms to optimize the selection of text features to make it fit 
the subsequent text classification algorithms to the greatest extent. While ensuring the accuracy of 
text classification, the feature dimensions were reduced to reduce prediction time. Although the 
above text classification algorithms have better results in their respective fields. However, text 
information based on text personality classification has the characteristics of strong data distribution 
and high uncertainty. Based on the above characteristics, this paper proposes a method of text 
classification based on model of feature fusion and voting mechanism for personality recognition. 
This model takes better into account the feature extraction method of this type of text, so as to 
obtain a better prediction model. 

3. Text Classification based on Model of Feature Fusion and Voting Mechanism  
When analysing a person's personality through speech, the more the number of speeches, the 

higher the accuracy of the analysis, and the feature fusion can solve the diversity of feature 
extraction to a certain extent. Based on this fact, this paper proposes a model of feature fusion and 
voting mechanism. This method uses each model to extract features from the embedded text, then 
uses SoftMax to predict and average multiple results, and finally uses multiple models to vote as the 
final output to predict the user's personality. The structure is shown in Figure 1. 

 
Figure 1 model of feature fusion and voting mechanism 
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3.1. CNN text feature extraction 
CNN (convolutional neural network) is a kind of feed-forward neural network, which is widely 

used in natural language processing, image processing, speech recognition and other fields, and has 
achieved good results in these areas, it is a kind of basic neural network. The convolutional neural 
network has a feature extraction function, which can extract features in the data layer by layer 
through convolution operations and pooling operations through the advantages of weight sharing. 

As shown in Figure 2: [14] [15] 

 
Figure 2 Structure of CNN 

The convolution layer obtains new features by convolving with a text vector matrix S of size n × 
d. 

ci = f(w × Si :i + h-1 + b)            (1) 

Where i means the eigenvalue, h means sliding window size in the convolution calculation, w 
means filter, f means non-linear activation function, and b means the bias. C means feature vector.  

C=(c1, c1, … , cn- h+1)            (2) 

cmax = Max(c i)            (3) 

The pooling layer is used to extract the feature map information output by the convolution layer 
and reduce network parameters. This paper uses the maximum pooling method to take the largest 
feature value in the pooled area in the feature map. 

3.2. LSTM Text Feature Extraction 
As an improved version of the RNN (Recurrent Neural Network) algorithm, LSTM compensates 

for the shortcomings of the text sequence feature retention short time in the RNN algorithm, and its 
accuracy is significantly improved compared to the RNN algorithm. Sequence semantic information 
in text can be saved for a long time. As shown in Figure 3: 
Equation (4) is Forget gate: 

ft  =  sigmoid ( Uf ∙ ct-1 + Wf  ∙ xt + bf )             (4) 

Equation (5) is Input gate: 

it  =  sigmoid ( Ui ∙ ht-1 + Wi  ∙ xt + bi )             (5) 

Equation (6) is Output gate: 
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ot  =  sigmoid ( Uo ∙ ht-1+ Wo ∙ xt + bo )             (6) 

Equation (7) is Memory cell input: 

c�t  =  tanh ( Uc ∙ ht-1 + Wc ∙ xt + bc )             (7) 

Equation (8) is Memory cell output: 

 ct  =   ft ∘ ct-1 + it ∘ c�t             (8) 

Equation (9) is Final output: 

 ht  =  ot ∘ tanh(ct )             (9) 

 
Figure 3 Structure of LSTM [16] 

3.3. Voting Mechanism 
The voting mechanism is determined by the fitting results of each test data, where the first layer 

of data is determined by the size of each data through each predicted value. Among them, 0 
indicates that the fitted data result is an outward type, and 1 indicates that the fitted data result is an 
inward type. The voting result is determined by the party with the most votes. If the vote is a tie, the 
total number of votes of the voter and the result after the SoftMax are compared as the final voting 
result. The second layer of voting is the sum of 10 attributes (10 sentences of a person), which 
finally determines the fitted value of the user's personality attributes. 

4. Experiment and Results 
4.1. Dataset  

The source of the classification index of the user's personality is determined by the user's 
personality tag on the Internet. The text takes the user's text information as training data and the 
user's personality data as fitting data. The source of the data set in this article is from Zhihu.com, a 
total of 80 people sent out long texts and each person included 10 comments, a total of 800 as data 
sets. There are two types of user personality, 40 introverts and 40 extroverts. 

Sixty percent of the data is used as the training set, ten percent is used as the test set, and thirty 
percent is used as the test set. 

4.2. Evaluation Standard 
The This paper uses accuracy as criteria for judging network performance 
TP- predicts positive classes as positive. 
FN- predicts positive classes as negative classes. 
FP- predicts negative classes as positive. 
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TN- predicts negative classes as negative classes. 

Accuracy  = (TP + TN) / (TP + FN + FP + TN)              (10) 
4.3. Parameter Setting  
4.3.1. Text Pre-Processing 

The text is segmented by Jieba and the word frequency is counted. Each text varies in length, 
with a maximum of more than 1000 words. Each sentence is limited to 1000 words in length and 
each word is converted into a 128-dimensional word vector. 

4.3.2. CNN Text Convention Operation 
Convolution layer: The number of convolution kernels in this paper is 32. The size of the 

convolution is related to the length of the text. Convolution kernels of 2, 3, and 4 sizes are used in 
short text texts, and convolution kernels of 3, 4, and 5 sizes are used in long text texts.  

Pooling layer: The pooling size used in this article is 5. 

4.3.3. LSTM Text Feature Extraction 
Extract the sequence features of the text by LSTM and set the LSTM parameter of return to true, 

parameter of dropout to 0.2, parameter of recurrent dropout to 0.2. 

4.4. Experiment Results 
Table 1 Accuracy of each model. 

Model Accuracy 
LSTM 0.578 
CNN 0.600 

CNN-LSTM 0.633 
LSTM-CNN 0.578 

Model of Feature Fusion and Voting Mechanism 0.833 
According to the experimental results, it can be concluded that the algorithm proposed in this 

paper has a significantly higher accuracy rate than traditional algorithms when dealing with text 
sentiment classification. And because the algorithm proposed in the text takes into account the 
fusion between different features, it also has a small improvement over other traditional models. As 
shown in Table 1. 

5. Conclusion 
In order to solve the text-based personality classification problem, this paper proposes a Text 

classification based on model of feature fusion and voting mechanism for personality recognition 
based on it. It is found through experiments that this class can be better solved by this method. And 
compared with the traditional neural network module performance has been improved. 
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